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ABSTRACT 
The paper lays emphasis on the emerging need of 

simulation to handle the ever increasing data which is 

generated all over the globe. With the rise of technology, 

a digital revolution gas taken place. All the industries, 

varying from hospitals to small business to social media 

websites, are working on the concept of sending data to 

database, further on to servers, and getting back the 

response from the server that data has been processed 

either successfully or unsuccessfully through the 

reflected response message. This data is generated at an 

immense rate per second. And the best part, ironically, is 

that all the data has to be permanently stored so as to 

retrieve it from anywhere and at anytime. On the other 

hand, the worst part, again ironically, is that to handle 

the enormous data, a high tech server or the high tech 

workplace has to be generated. For the handling of this 

data, the concept of Big Data has come in limelight. The 

Big Data has rapidly developed and achieved success in 

almost all the working fields. It helps to synchronize the 

data sequentially as the action or the processing has been 

done. The implementation of Big Data has to be done 

through simulations, the concept of Artificial 

Intelligence. So, it’s evident that handling data storage 

has migrated from manual processing to artificial 

intelligence. This paper aims to study the simulation of 

Big Data at a large scale and how it can help to store the 

enormous data virtually effectively. 

Keywords:  Big Data, Digitalization, Simulation, 

Technology. 

 

1.0. Introduction 

The concept of Big Data is emerging and paving its way 

through technological era. It is useful because it serves 

many purposes related with data storage. There are 

around 7.6 billion people all over the world (as of 

December 2017) who are surfing over 1 billion websites 

(as of October 2014, confirmed by NetCraft). From an 

individual to a large organization, there are “n” number 

of active users who play with the data. Every second, 

“n” number of data is created, modified, deleted or 

simply accessed. This is possible because of the huge 

servers, which is usually compilation of a large number 

of databases.  

According to American Express, there is a virtual 

communication between a system and the server through 

the mode of request-response. A request from the user is 

sent to the server, server processes the request from the 

database, and then a response is generated from database 

to server, which is forwarded to the user in the readable 

format. Everytime, a data or a request is sent, it attaches 

itself with a unique value that is generated at the 

moment, just like OTP (One Time Password). These 

data may be in any format, so it is converted into 

structures (which include queues, dequeues, stacks, 

circular queues). This data, thus is permanently stored in 

database. The database can be understood as a data 

centre or a centre repository where all the generated data 

is compiled in its understandable format. 

 

2.0. Literature Review 

Manish Parashar in his work concluded that complex 

applications which on high-end computers generate a 

large amount of data which needs to be managed as well 

as analysed so as to get proper insights. The data costs 

including performance, energy, latency are dominating. 

Traditional method of data management or analytics 

pipelines is breaking down. Parashar also mentioned that 

there are many challenges for the Big Data such as 

programming, scheduling and mapping, control, 

automatic management of runtime. Some of the solution 

that he proposed, include hybrid data staging, dynamic 

code deployment or in-situ workflow execution, 

Kangsun Lee and Joonho Park suggested, in their 

experiments, ARLS (After action Reviewer for Large-

scale Simulation data) improved data processing time 

significantly comparing to the traditional output analysis 

tools. 

Xiao Song, Yulin Wu, Yaoefi Ma, Yong Cui and 

Guanghong Gong suggested that Big Data can be studied 

and understanding complicated problems like acquisition 

of weapon systems, combat analytics, as well as military 

training. The researchers also reviewed that various 
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military simulations can be used for producing the data 

to be used for varying purposes, at a large-scale. 

Benoit Lange and Toan Nguyen introduced VELaSSCo 

project. They mentioned that simulations produce 

exponentially growing volumes of data, and it is not 

possible to store them anymore with existing IT systems. 

Therefore, VELaSSCo aimed to develop new concepts 

for integrated end-user visual analysis with advanced 

management and post-processing algorithms for 

engineering applications, dedicated to scalable, real-time 

and petabyte level simulation.   

Shengcheng Yuan, Yi Liu, Gangqiao Wang and Hui 

Zhang focused on microscopic traffic simulation. They 

proposed a method of cross-simulation which can be 

applied to the data collected, usually, in normal 

circumstances into a large-scale traffic evacuations 

which provides with a better supporting insight for 

decision makers instantly. 

 

3.0. Objectives of the study 
 

 To create deep understanding of big data in large 

scale industries. 

 To understand how the simulation can work best 

for Big Data. 

 

4.0. What is Big Data? 
 

Let’s take a simple example. You go to a hotel. You 

order the waiter for some food, say Chowmein and 

Manchurian. The waiter takes the same order to the 

kitchen. The kitchen receives the order and processes the 

food. The kitchen gives the food to the waiter. And then 

your order is served at your table. This the simple way in 

which request-response communication has taken place.  

Now, let’s understand how data is generated. Let us take 

the example of Facebook, a social media channel. There 

are over 2.07 billion monthly active Facebook users all 

over the world, as of 1
st
 November, 2017. There are 1.15 

billion mobile daily users and 1.37 billion daily users 

who log onto Facebook. Every 60 seconds on Facebook: 

510,000 comments are posted, 293,600 statuses are 

updated and 136,000 photos are uploaded (Source: The 

Social Skinny). Just imagine the quantity of data that is 

generated per second, per minute, per hour, per day, per 

week, per month and per year. It’s enormous, simply 

enormous. If we talk about other social media channels 

and their daily users, Twitter has 284 million active 

users, WhatsApp has 500 million active users, Instagram 

has 600 million active users, and so on and so forth. 

So, to handle this enormous data, there was a 

requirement of something more developed and efficient 

method than the traditional methods used for the data 

storage. Earlier, the data generated was confined to some 

GBs (gigabytes) only. But now, there are millions of 

(TB) terabytes data that is generated. Moreover, it has to 

be processed instantly. So, the concept of Big Data came 

into play. 

Data scientists that operate in Big Data are using N-V, 

that is, volume, velocity, variety, etc.  

Volume. If size of the Big Data has to be defined, it is 

simply impossible. It differs according to various fields 

and moreover, it is expanding over the time. There are 

different big companies which are generating terabytes, 

which is a huge amount, of fresh data on a daily basis. It 

is estimated that the database which is being used may 

also exceed petabyte.  Therefore, huge amount of 

volume stands as one of basic properties in Big Data. In 

accordance with International Data Corporation or IDC, 

volume of the digital data generated in the world may 

reach even zetabytes which amounts to 2
30

 terabytes. Not 

much to a surprise, it is doubling within the span of two 

years. 

Velocity. The trending term “data explosion” refers to 

the speed of data generation. It is quick and needs to be 

processed from time to time. As for E-commerce 

applications, processed information need to be available 

in fraction of seconds; else value of the data will be lost. 

Variety. With great volume of Big Data, it has various 

types as well as formats. Traditionally, structured data 

which was saved in the database had regular format, like, 

time, date, string and amount, whereas unstructured data, 

on the contrary, possess formats like image, audio, text, 

video. This unstructured data also can be blog, web 

page, photo, or comment on some commodity, filling 

questionnaire, collection of sensor data, application log, 

etc. So, unstructured data is used to express all the 

human-readable materials but, at the same time, cannot 

be understood by machines. Generally, these are stored 

in some file system or rather NoSQL (also known as Not 

Only SQL) database. This has data model which is 

simple in nature like Key-Value Pair. Also, variety in the 

data refers that there are various sources of Big Data. For 

instance, data for the traffic analysis might come from a 

fixed networked camera, taxi, bus, or any subway 

sensors. 
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Value. It is more than obvious that Big Data produces 

valuable information for its owner. This information 

helps in forecasting future, create fresh chance, as well 

as reducing risk or any cost involved. Thus, Big Data 

helps to change and improve the life of people. 

Veracity. The term “veracity” means using the only 

trustworthy data, else decision maker might make 

improper decisions with the incorrect knowledge. For 

instance, online review of a commodity from the 

customer is essential for the ranking system, and 

suppose, if few give fake comments purposely for mere 

profit, results will be affected negatively and so the 

ranking too. Veracity, thus, helps to detect that fake data 

and remove it before analysis. 

 

5.0. Simulation in Big Data 

Big Data is the concept that is “Beyond Data”. From 

simple records of criminals to GPS facility in mobile to 

Google Translate, each require the use of Big Data. In 

short, it has now become a part of daily life of all the 

fields. To process the Big Data, simulation, another 

concept derived from artificial intelligence, is required. 

Simulation helps to recreate the data wherever and 

whenever asked for, from the server or the database 

indeed. It is useful in decision making but is somewhat 

difficult to be applied by layman. 

Simulation model systems are very simple agents and 

their interaction varies from small numbers to large 

numbers. It provides the “right” information to make 

better decisions: predict and how to influence 

If we conduct simulation in “traffic and infrastructure 

system with reference to business”, which is considered 

as one of the large-scale simulations, simulation is 

confined to three basic questions: 

1. What is the best preparation for a major event? 

2. How do changing travel pattern affect 

businesses? 

3. Which incentives give young people greater 

access to the housing market? 

From the viewpoint of data lifecycle, the simulation 

process can be divided into three consecutive phases: 

data generation, data management, and data analysis. 

Data generation is concerned with what kinds of data 

should be created and how to create valid data in the 

given amount of time. Data management is concerned 

with collecting huge volume of data and that too without 

disturbing the process of normal simulation. It provides 

a good amount of storage as well as its processing 

capability is efficient. Data analysis uses different 

analytic methods so as to get value from result of 

simulation. 

 

6.0. Challenges with Simulation in Big Data 

The biggest problem with Big Data is it’s beyond the 

understanding of humans. Day by day, Big Data is 

getting bigger. And, humans are being trapped in their 

own web of data.  

The discovery of ubicomp and a large number of 

extremes communicating in own feedback loops within 

the cloud is causing data to increase exponentially. 

These extremes include all wearables and handhelds, or 

mobile sensors. They communicate without servers 

uselessly in the cloud. So, now one can understand how 

big are the Internet things and their dependency on the 

back end or "the cloud". These machines are similar to 

insensitive people and operate in the cloud without any 

interference from humans.  

Google, around some one decade ago, developed a 

means that Yahoo is using to clone the data spread in 

huge clusters and which started to mine big datasets on 

ad-hoc batch cost effectively.  That way has developed 

as Hadoop. On the traditional database front, many ways 

are there to measure analytics using the technology of 

non-relational as well as modified relational database.  

Only a part of the population is aware enough of these 

methods to make use of Big Data. Many layers are there 

of understanding that humans need to build with 

enormous data they are generating. To a much surprise, 

only a part of the layer is exposed to the whole 

population. A great amount of work is required.  

So, imagine this situation as a pile of challenges. Among 

these challenges are identification, discovery, simulation 

and modelling, semantics, analysing, storage and 

processing.  

These disciplines are just the surface of the problem. 

There are sub-challenges under challenges. And each 

challenge requires its own special level of 

understanding. We are not efficient at tapping useful 

resources to address challenges of Big Data, reason 

being the increasing generated data creating a larger 

problem. Every individual working on the problem is 

able to see only small piece of larger problem. 
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Also it’s obvious to understand what humans want and 

need to begin with, or what the natural world needs to 

sustain life at scale. After all, those are the more 

fundamental problems we're all trying to deal with. 

 

7.0. Conclusion 

Storing, or querying, as well as maintaining of Big Data 

is extremely expensive. There are basically three 

requirements of Big Data to be worthy of its cost: it must 

be voluminous in nature, of high velocity, with a huge 

amount of variety. 

Digital product companies like Facebook, PayPal and 

Ebay need to store as well as recall each and every 

record of the voluminous data to render their products. 

For these companies, Big Data is worthy asset. Also, 

their data fulfils three criteria, that are, there are n 

number of users and file types that should be queried, 

with everyone posting different data at every time.  

Any company which doesn't make use of Big Data to 

make core products might find it difficult to justify its 

cost.  

Querying, storing as well as maintaining large data sets 

is expensive and is time consuming. So, till very 

necessary and till these three conditions are fulfilled, Big 

Data is not at all useful. 
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